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Executive Summary 
Hitechdb, a Helium partner, has 3 systems on the Helium network, consisting of various Browan sensors. All 3 systems 
exhibited similar behavior, namely that performance, as defined by Packet Completion Percentage, declined from near 
100% to 20-30% within 18 – 23 days of system deployment. Performance has remained at the low level ever since.  
 
After a detailed analysis of the log data, it appears that the root cause of the decline in performance is tied to change in 
spreading factor. Specifically,  

 When the sensor is activated, the SF starts at 7 then over time increments to 10 

 Shortly after achieving a spreading factor of 10, the packet completion rate for the sensor drops dramatically 
 
The charts below for sensor TBHH100_6 demonstrate this phenomenon. 
 
This rest of this report contains the data analysis and is organized into the following sections: 

 Systems Overview: describes the makeup of the 3 systems, including location, sensor, and gateway details 



   Oct. 11, 2021 

2 
Mike Boucher – Hitechdb LLC 

 

 Systems Performance Summary:  describes the overall performance of each of the 3 systems 

 Observations: provides a high level summary of observations after reviewing the system and sensor graphs 

 Systems Performance Detailed Analysis: detailed performance analysis of each sensor in each system 

 Appendix A: performance Measurement Methodology: explains how performance is measured 

 Appendix B: performance graphs for the Longview System 

 Appendix C: performance graphs for the Sunrise System 

 Appendix D: performance graphs for the Rogers System 

 Appendix E: information on the data files used in the analysis 
 
This report and the supporting data files can be obtained from the following location:  
https://github.com/mikedsp/helium/tree/master/Browan%20Sensor%20Performance%20Analysis%20on%20the%20Hel
ium%20Network  
 
For questions on this report, please contact Mike Boucher at mikeb@hitechdb.com 
 
 
 

https://github.com/mikedsp/helium/tree/master/Browan%20Sensor%20Performance%20Analysis%20on%20the%20Helium%20Network
https://github.com/mikedsp/helium/tree/master/Browan%20Sensor%20Performance%20Analysis%20on%20the%20Helium%20Network
mailto:mikeb@hitechdb.com
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Introduction & Problem Statement 
Hitechdb LLC is an IoT consulting company that designs and deploys IoT monitoring solutions using the Helium network. 
The first production system (Longview) was deployed in May and initially worked as expected, with sensor data updating 
on the dashboard at least once per hour. After several weeks, however, there started to be long gaps in time between 
data updates for sensors on the dashboard. The screenshot below shows an example; specifically sensor TBHH100_7, 
which was last updated on the dashboard 14 hours previously and sensor TBHH100_8 which was last updated on the 
dashboard 12 hours previously. Both of these sensors are programmed to send a measurement every hour – or more 
often if temperature or humidity changes occur.  
 

 
 

One of the purposes of the Longview system is to alert the client to adverse conditions so that corrective/preventative 
action can be taken. For this reason, a delay of 12 hours is not acceptable as significant property damage could occur 
during that time. 
 
For example, for the 2 Cabins the sensors are monitoring the conditions inside the cabins. If the cabin’s HVAC system is 
out of order during the winter and the temperature gets below freezing, pipes may burst. Another example is the water 
leak sensors on the Air Handlers in the attic of the main house. If there is excessive water build up in the Air Handler 
drain pans, water could overflow and cause damage to the home’s ceiling.  
 
To understand the root cause of the gaps in sensor data updates on the dashboard, Hitechdb initiated a detailed 
investigation that involved 

 Bringing 2 additional production systems online 

 Increasing system data logging capability 

 Performing a detailed analysis of the data in the logs 

 Documenting the results of the data analysis 
 
This report contains the results of the data analysis and is organized into the following sections: 

 Systems Overview: describes the makeup of the 3 systems, including location, sensors, and gateway details 

 Systems Performance Summary:  describes the overall performance of each of the 3 systems 

 Observations: provides a high level summary of observations after reviewing the system and sensor graphs 

 Systems Performance Detailed Analysis: performance analysis of each sensor in each system 

 Appendix A: performance Measurement Methodology: explains how performance is measured 
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 Appendix B: performance graphs for the Longview System 

 Appendix C: performance graphs for the Sunrise System 

 Appendix D: performance graphs for the Rogers System 

 Appendix E: information on the data files used in the analysis 
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Systems Overview 
 
Hitechdb has 3 production systems built with Browan sensors. An overview of each production system is provided in the 
table below. Two of the systems are using Helium’s VIP Console, which is restricted to Helium partners. The other 
system uses the standard Helium Production Console which is available to all Helium network users.  
 

System 
Name 

Site 
Description 

Helium 
Console 
System 

Location System 
Build 
Date 

System 
Deploy 
Date 

Sensors LoRa Gateway(s) 

Longview 2500sf home 
with 2 cabin 
outbuildings 
on the 
property 

Production Starkville, MS 5/10/21 5/24/21 TBHV110_4 
TBHH100_7 
TBHH100_8 
TBWL100_7 
TBWL100_8 
TBWL100_9 
TBWL100_10 

restless-champagne-orca 

Rogers 2500sf home VIP Rogers, AR 8/5/21 8/17/21 TBHV110_5 
TBHH100_5 
TBWL100_5 
TBWL100_6 

dizzy-eggplant-corgi (primary) 
bald-pineapple-wren 

Sunrise 2500sf home VIP Davis, CA 8/9/21 8/21/21 TBHV110_6 
TBHH100_6 
 

best-pearl-aardvark 

Table 1 – Hitechdb Systems Overview 
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Systems Performance Summary 
 
System performance is measured by packet completion percentage (PC%), which is the percentage of packets sent by 
the sensors in the system that are received by the Helium network. If every packet sent by the system sensors is 
received by the Helium network, then the Packet Completion rate for the system is 100%.  
 

Packet Completion Percentage = (# Packets Received) / (# Packets Sent) 
 
The Longview, Rogers, and Sunrise systems all show a similar pattern of starting out with PC rate near 100%, then 
tailing off to 13 or 14% after several weeks of operation.  
 
Table 2 shows the initial and steady state PC% for each of the three systems. Initial daily PC% is the average 
performance for the first few weeks the system was online. The steady state daily PC% is the performance of the system 
after several weeks of operation. The next section of the document has a detailed explanation of how performance is 
calculated. Table 3 shows the performance over time for each system.  
 

Hitechdb Systems Performance Summary 

System Name Initial Daily PC% Steady State Daily PC% 

Longview ~100% ~14% 

Rogers ~100% ~13% 

Sunrise ~100% ~14% 

Table 2 – Systems Performance Summary 
 

Longview System Performance Rogers System Performance Sunrise System Performance 

  
 

Table 3 – Performance Over Time for the Longview, Rogers, and Sunrise Systems 

 
Observations 

Packet Completion Rate – System Level 
Packet Completion rate for all 3 systems showed the same pattern – starting near 100% then declining to ~13% after a 
few weeks 

 Longview – ~23 days of good performance 

 Rogers – ~23 days of good performance 

 Sunrise – ~18 days of good performance 
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Packet Completion Rate – Per Sensor 
 
Every sensor in each of the 3 systems exhibited a similar pattern. The PC rate would hover near 100% for a period of 
time, then would drop to and remain under 20%. One sensor, TBHV110_4 declined over a period of 5-10 days; the rest 
declined within a span of 1 to 2 days.  

 
The length of time before the PC rate dropped (i.e. the # of days of good performance) varied across the sensors in the 
system. The sensor with the shortest duration of good performance was sensor TBHV110_6 in the Sunrise system, with 
duration of 15 days. The sensor with the longest duration of good performance was sensor TBWL100_8 in the Longview 
system with duration of 44 days. The average duration of good performance was 29 days.   
 

Rogers System Sensors 
 
For the sensors in the Rogers system, the table below shows the date where each sensor’s performance dropped as well 
as the # of good days of performance.  

 

Rogers System – Key Sensor Dates 

Sensor Helium Network 
Activation Date 

Deployment 
Date  

Start of 
Performance 
Decline 

# of Days of 
Good 
Performance 

TBWL100_5 8/4/21 8/17/21 8/31/21 27 

TBWL100_6 8/4/21 8/17/21 8/31/21 27 

TBHH100_5 8/3/21 8/17/21 9/3/21 31 

TBHV110_5 8/8/21 8/17/21 8/27/21 19 

 
 

Sunrise System Sensors 
 
For the sensors in the Sunrise system, the table below shows the date where each sensor’s performance dropped as well 
as the # of good days of performance.  

 

Sunrise System – Key Sensor Dates 

Sensor Helium Network 
Activation Date 

Deployment 
Date  

Start of 
Performance 
Decline 

# of Days of 
Good 
Performance 

TBHH100_6 8/9/21 8/21/21 9/3/21 25 

TBHV110_6 8/12/21 8/21/21 8/27/21 15 

 
 

Longview System Sensors 
 
For the sensors in the Longview system, the table below shows the date where each sensor’s performance dropped as 
well as the # of good days of performance.  

 

Longview System – Key Sensor Dates 

Sensor Helium Network Deployment Start of # of Days of 
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Activation Date Date  Performance 
Decline 

Good 
Performance 

TBWL100_7 5/11/21 5/24/21 6/6/21 26 

TBWL100_8 5/11/21 5/24/21 6/24/21 44 

TBWL100_9 5/11/21 5/24/21 5/30/21 19 

TBWL100_10 5/12/21 5/24/21 6/3/21 22 

TBHH100_7 5/10/21 5/24/21 6/18/21 39 

TBHH100_8 5/10/21 5/24/21 6/26/21 47 

TBHV110_4 5/8/21 5/24/21 6/25/21 48 

 

Spreading Factor Analysis 
 

When looking at RSSI, SNR, and Spreading Factor (SF) data from the sensor logs, a strong correlation is seen between the 
SF value and the packet completion rate. Specifically, the following two observations apply to every sensor in the Rogers 
and Sunrise systems: 

 When the sensor is activated, the SF starts at 7 then over time increments to 10 

 Shortly after achieving a spreading factor of 10, the packet completion rate drops dramatically 
 
The charts below for sensor TBHH100_6 are an example of this phenomenon. 
 
The observations most likely apply to the sensors in the Longview system, but because spreading factor was not being 
captured in the logs for the first few months of operation, there is SF data to analyze  
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For most, but not all sensors, the RSSI and SNR performance degrades shortly after the spreading factor reaches 10.  The 
charts above for sensor TBHH100_6 demonstrate this phenomenon.  
 
The charts below for sensor TBWL100_5 show a sensor where the RSSI and SNR performance does not degrade once the 
spreading factor reaches 10.  
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Systems Performance Detailed Analysis 

Longview System Performance over Time 
 
Chart 1 shows the aggregate PC% for the sensors in the Longview system. The system was constructed in Dacula, GA 
between 5/10 and 5/19, and then was transported to and deployed in Starkville, MS on 5/24.  
 
From the time the system was constructed up through the first week of deployment (i.e. from 5/10 – 5/30), with the 
exception of the week of 5/19-5/25 when the Helium Network was having trouble, the PC rate was near 100%.  
 
After starting with a PC rate near 100% on 5/10, the rate started trending downward from 6/2 – 6/27 after which the 
PC rate settled out at around 14%.  
 
The Longview system is located in Starkville, MS and is served by RAK hotspot, restless-champagne-orca, which is 
located at the site and was deployed on the same date as the sensors. Restless-champagne-orca was initially set up and 
synchronized to the Helium blockchain on 5/19 in Dacula, GA, then transported along with the sensors to the Longview 
site on 5/24. The hotspot maintained synch with the blockchain during transport.  
 
The log file, 20211019_Log_Longview_SensorDataFlow.xlsx, shows the Longview sensor data received through the 
Helium network. Included in the data log is the hotspot name that transmitted the data (column F). The log shows that 
all sensors in the Longview system flow through restless-champagne-orca. You can see this in Screenshot 1 (below). 
Note that the Longview log was not set up until July, so does not contain data during the system setup and initial 
deployment. 
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Chart 1 – Longview Packet Completion Rate over time 

(Chart taken from the ‘Longview Performance’ tab in 20210911_Hotspot and DC Tracker.xlsx) 
 

 
Screenshot 1 – Sensor Data from the Longview System 

(Screenshot taken from the ‘LongviewData’ tab in 20211019_Log_Longview_SensorDataFlow.xlsx) 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

5/9/2021 6/9/2021 7/9/2021 8/9/2021 9/9/2021

P
ac

ke
t 

 
C

o
m

p
le

ti
o

n
 

R
at

e
 

Date 

Longview System - Packet Completion Rate 
over Time 

Series1



   Oct. 11, 2021 

15 
Mike Boucher – Hitechdb LLC 

 

Rogers System Performance over Time 
 
Chart 2 shows the aggregate PC% for the sensors in the Rogers system. The system was constructed in Dacula, GA 
between 8/5 – 8/7, and then was transported to and deployed in Rogers, AR on 8/17.  
 
From the time the system was constructed up through the first week of deployment (i.e. from 8/7 – 8/27), the PC% was 
near 100%. The PC% dip on 8/18 is due to the system being transported on 8/17.  
 
After starting with a PC rate near 100% on 8/5, the rate started trending downward from 8/28 – 9/7 after which the 
rate settled out at around 13%.  
 
The Rogers system is located in Rogers, AR and is served primarily by RAK hotspot, dizzy-eggplant-corgi, which is located 
at the site and was deployed on the same date as the sensors. Dizzy-eggplant-corgi was initially set up and synchronized 
to the Helium blockchain between 8/5 and 8/7 in Dacula, GA, then transported to Rogers, AR on 8/17. The hotspot 
resynched with the Helium blockchain on 8/18.  
 
The log file, 20211012_Log_RogersHome_SensorDataFlow.xlsx, shows the system sensor data received through the 
Helium network. Included in the data log is the hotspot name that transmitted the data (column F). The log shows that 
once the hotspot completed synching on 8/18, most of the sensor data flows through dizzy-eggplant-corgi . You can see 
this in Screenshot 2 (below). 
 

 

 
Chart 2 – Rogers Packet Completion Rate over time 

(Chart taken from the ‘Rogers System Performance’ tab in 20210922_Hotspot and DC Tracker - VIP.xlsx) 
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Screenshot 2 – Sensor Data from the Rogers System 

(Screenshot taken from the ‘RogersData’ tab in 20211012_Log_RogersHome_SensorDataFlow.xlsx) 
1 

Sunrise System Performance over Time 
 
Chart 3 shows the aggregate PC% for the sensors in the Sunrise system. The system was constructed in Dacula, GA 
between 8/9 and 8/11, with the sensors transported to Rogers, AR on 8/17, and then transported to and deployed in 
Davis, CA on 8/21.  
 
From the time the system was constructed up through the first week of deployment in Davis, CA (i.e. from 8/11 – 8/27), 
the PC% was near 100%. The PC% dips on 8/18 and 8/22 are due to the system being transported.  
 
After starting with a PC rate near 100% on 8/9, the rate started trending downward from 8/28 – 9/13 after which the 
rate settled out at around 13%.  
 
The Sunrise system is located in Davis, CA and is served by a single by RAK hotspot, best-pearl-aardvark, which is located 
at the Sunrise site. Best-pearl-aardvark was initially set up and synchronized to the Helium blockchain in July in Dacula, 
GA. The hotspot was sent to Davis CA on 8/3, then setup and resynched to the Helium blockchain on 8/17. The sensors 
were deployed in Davis on 8/21.  
 
The log file, 20211013_Log_SunriseFamilyFarm_SensorDataFlow.xlsx, shows the system sensor data received through 
the Helium network. Included in the data log is the hotspot name that transmitted the data (column F). The log shows 
that once the sensors were deployed in Davis late in the day on 8/21, all sensor data is flowing through hotspot best-
pearl-aardvark . You can see this in Screenshot 3 (below). 
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Chart 3 – Sunrise Packet Completion Rate over time 

(Chart taken from the ‘Sunrise System Performance’ tab in 20210922_Hotspot and DC Tracker - VIP.xlsx) 
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Screenshot 3 – Sensor Data from the Sunrise System 

(Screenshot taken from the ‘Data’ tab in 20211013_Log_SunriseFamilyFarm_SensorDataFlow.xlsx) 
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Appendix A - Performance Measurement Methodology 
 
System performance is calculated by summing the performance of each sensor in the system. Sensor performance Is 
measured by packet completion (PC) rate, which is the ratio of the number of packets sent by a sensor in a given time 
period to the number of packets received by the Helium network for that sensor in the same time period. A PC rate 
of100% means that every packet sent by the sensor is received by the Helium network.  
 

Packet Completion Rate = (# Packets Received) / (# Packets Sent) 
 

Daily Packet Completion Percentage = (# Packets Received in the last 24 hours) / (# Packets Sent in the last 24 hours) 
 

 
The number of packets sent by a sensor in a given period can be calculated using the Frame Count information in the 
Helium Console (see Screenshot 1). Specifically, the number of packets sent by the sensor for a given period is the 
difference between the sensor’s Frame Up values at the end and the start of the period.  
 
Similarly, the number of packets received by the Helium network from a sensor in a given period is calculated using the 
Packets Transferred information in the Helium Console (see Screenshot 1).  Specifically, the number of packets received 
from a sensor for a given period is the difference between the sensor’s Packets Transferred values at the end and the 
start of the period.  
 
 
 

 
Screenshot 1 – Frame Up and Packets Transferred information in the Helium Console 

 
By recording the Frame Up and Packets Transferred information for each sensor every morning, a daily packet 
completion percentage can be calculated for each sensor. This works as long as the sensor’s frame count variable is not 
reset. If the frame count is reset between Frame Up readings, the daily packet completion percentage calculation will be 
invalid for that day. This doesn’t happen very often and is easily seen in the log, so that when the sensor’s frame count is 
reset during the measurement period, the performance measurement can be discarded or ignored.  
 
The log file, 20210922_Hotspot and DC Tracker - VIP.xlsx, is where the daily Frame Up and Packets Transferred data is 
recorded for the sensors in the Rogers and Sunrise systems. The log file, 20210911_Hotspot and DC Tracker.xlsx, is 
where the daily Frame Up and Packets Transferred data is recorded for the sensors in the Longview system. These logs 
also calculate the daily system performance by summing the performance of the sensors in the system.  
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Screenshot 2 shows an excerpt from the log file, Hotspot and DC Tracker - VIP.xlsx. In the screenshot, pink columns BX-
CF correspond to sensor TBHV110_6. The first 4 columns for that sensor (BX - CA) are where data from the VIP Console is 
recorded. The last 4 columns for that sensor (CB – CF) are calculated from the present and previous day’s values in 
columns BX – CA. The green columns at the end (CQ – CS and CU – CW) are calculated from sensor columns to the left 
and show the overall daily packet completion percent for the Rogers and Sunrise systems.  
 

 
Screenshot 2 – from 20210922_Hotspot and DC Tracker - VIP.xlsx 

 
Looking closely at the logs, one may notice that sometimes the PC% is greater than 100 (e.g. row 16 in Screenshot 2). 
This occurs when the number of Packets Transferred in the previous day is greater than the number of Frame Ups in the 
previous day. This is due to an ambiguity in how the Helium Console reports the Packets Transferred data. This has been 
reported to the Helium engineering team but no clear answer has been provided. What is known is that this 
phenomenon is not due to Multi-Packet setting nor is it obviously due to inclusion of the Frame Down messages.   
 
Performance metrics for the Longview system is based on the data in columns GK-GM in the Devices tab of 
20210911_Hotspot and DC Tracker.xlsx. 
 
Performance metrics for the Rogers and Sunrise systems is based on the data in columns CQ-CS and CU-CW in the 
Devices tab of 20210922_Hotspot and DC Tracker - VIP.xlsx. 
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Appendix B – System and Individual Sensor Performance Graphs for the Longview 
System 
 
Chart B1 shows the aggregate packet completion rate over time for the sensors in the Longview system. The chart shows 
that the aggregate performance degraded over time. The system was built at Hitechdb and went online on 5/10/21 and 
was deployed to the customer site on 5/24/21  
 
From 5/10 – 6/1 the PC rate was near 100%, except for 1 week where the Helium Network was having trouble. From 6/3 
– 6/26, the PC rate was around 25%. Then from 6/26 onward, the PC% hovered around 14%. 
 

 
Chart B1 – Longview Packet Completion Rate over time 

(Chart taken from the ‘Longview Performance’ tab in 20210911_Hotspot and DC Tracker.xlsx) 
 
 
The remaining charts in this appendix look at individual sensor performance for each sensor in the Longview system. For 
each sensor, 2 different charts are provided. The data source for each chart is listed below.  

 Packet Completion Rate over time 
o 20210911_Hotspot and DC Tracker.xlsx 

 RSSI/SNR over time 
o 20210908_Log_TBHH100.xlsx  
o 20210916_TBHV110-fromHelium.xlsx 
o 20210912_Log_TBWL100.xlsx 
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The RSSI/SNR data is the sensor signal strength read by the IoT gateway that received the sensor message. For sensor 
data that was not received by the gateway – i.e. lost data, there is no RSSI/SNR information.  
 
By comparing the 2 charts, one can see if there is a correlation between packet completion rate and signal strength.  
 
Note that because spreading factor was not being captured in the sensor logs for the Longview system during this time, 
there is not Spreading Factor analysis for the Longview System.  
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Sensor TBWL100_7 
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Sensor TBWL100_8 
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Sensor TBWL100_9 
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Sensor TBWL100_10 
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TBHH100_7 
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TBHH100_8 
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TBHV110_4 
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Appendix C – System and Individual Sensor Performance Graphs for the Sunrise 
System 
Chart C1 shows the aggregate packet completion rate over time for the sensors in the Sunrise system. The chart shows 
that the aggregate performance degrades over time. The system was built at Hitechdb and went online on 8/9/21 and 
was deployed to the customer site on 8/21/21  
 
From 8/9 – 8/26 the PC rate was near 100%, except for 8/18 and 8/22. The performance decline on 8/18 and 8/22 was 
due to the sensors being in transit on 8/17 and then again on 8/21. Between 8/27 and 8/28 the PC rate went on a sharp 
decline after which it steadied out around 14%. Starting on 8/22, the sensors are connecting to the Helium network via a 
single hotspot, best-pearl-aardvark, which is located at the Sunrise site.  
 

 
Chart C1 – Sunrise Packet Completion Rate over time 

(Chart taken from the ‘Sunrise System Performance’ tab in 20210922_Hotspot and DC Tracker - VIP.xlsx) 
 
 
The remaining charts in this appendix look at individual sensor performance for the sensors in the Sunrise system. For 
each sensor, 2 different charts are provided. The data source for each chart is listed below. 

 Packet Completion Rate over time  
o 20210922_Hotspot and DC Tracker - VIP.xlsx 
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 RSSI/SNR/Spreading Factor over time 
o 20211013_Log_SunriseFamilyFarm_SensorDataFlow.xlsx 

 
The RSSI/SNR/SF data is read by the IoT gateway that received the sensor message. For sensor data that was not 
received by the gateway – i.e. lost data, there is no RSSI/SNR/SF information.  
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Sensor TBHH100_6 
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Sensor TBHV110_6 
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Appendix D – System and Individual Sensor Performance Graphs for the Rogers 
System 
Chart D1 shows the aggregate packet completion rate over time for the sensors in the Rogers system. The chart shows 
that the aggregate performance degrades over time. The system was built at Hitechdb and went online on 8/5/21 and 
was deployed to the customer site on 8/17 and 8/18/21  
 
From 8/4 – 8/28 the PC rate was near 100%, except for 8/6 and 8/18. Then on 8/28 the PC rate went on a sharp decline 
after which it steadied out around 14%.  
 

 
Chart D1 – Rogers Packet Completion Rate over time 

(Chart taken from the ‘Rogers System Performance’ tab in 20210922_Hotspot and DC Tracker - VIP.xlsx) 
 
The remaining charts in this appendix look at individual sensor performance for the sensors in the Rogers system. For 
each sensor, 2 different charts are provided. The data source for each chart is listed below. 

 Packet Completion Rate over time 
o 20210922_Hotspot and DC Tracker - VIP.xlsx 

 RSSI/SNR/Spreading Factor over time 
o 20211012_Log_RogersHome_SensorDataFlow.xlsx 

 
The RSSI/SNR/SF data is read by the IoT gateway that received the sensor message. For sensor data that was not 
received by the gateway – i.e. lost data, there is no RSSI/SNR/SF information.  
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Sensor TBHH100_5 
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Sensor TBHV110_5 
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Sensor TBWL100_5 
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Sensor TBWL100_6 
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Appendix E – Data Files 
The table below lists the log files used to derive the charts and analyses in this report. These files can be accessed in 
GitHub at the following location: 
https://github.com/mikedsp/helium/tree/master/Browan%20Sensor%20Performance%20Analysis%20on%20the%20Hel
ium%20Network   
 

Log 
ID 

Log File Name Description 

1 20210911_Hotspot and DC 
Tracker.xlsx 

Daily readings of sensor statistics (Frame Up, Frame Down, Packets 
Transferred, and DC used) from the sensors connected to the Helium 
Production Console – including the sensors in the Longview System. Data 
is from 7/22/20 thru 9/11/21. Note that devices not used in this report 
have their columns hidden on the devices tab for ease of reading. 
 
Contains the Packet Completion Rate chart for the Longview system and 
each sensor in the system 

2 20210922_Hotspot and DC Tracker 
– VIP.xlsx 

Daily readings of sensor statistics (Frame Up, Frame Down, Packets 
Transferred, and DC used) from the sensors connected to the Helium VIP 
Console – including the sensors in the Rogers and Sunrise Systems. Data is 
from 8/2/21 thru 9/22/21.. 
 
Contains the Packet Completion Rate chart for the Rogers and Sunrise 
systems and each sensor in those systems 

3 20211019_Log_Longview_SensorD
ataFlow.xlsx 

Log of data from all sensors in the Longview system from 7/7/21 thru 
10/19/21. Useful to see IoT network characteristics such as Hotspot name 
and sensor signal characteristics.  
 
Note that this log was started a couple months after the Longview system 
was deployed. 

4 20211012_Log_RogersHome_Sens
orDataFlow.xlsx 

Log of data from all sensors in the Rogers system starting from when the 
system first went online through 10/12/21. Useful to see IoT network 
characteristics such as Hotspot name and sensor signal characteristics.  
 
Contains the sensor SNR/RSI/Spreading Factor charts for the sensors in 
the Rogers system 

5 20211013_Log_SunriseFamilyFarm
_SensorDataFlow.xlsx 

Log of data from all sensors in the Sunrise system starting from when the 
system first went online through 10/13/21. Useful to see IoT network 
characteristics such as Hotspot name and sensor signal characteristics.  
 
Contains the sensor SNR/RSI/Spreading Factor charts for the sensors in 
the Sunrise system 

6 20210908_Log_TBHH100.xlsx Log of data from all the TBHH100 type sensors. Data is from 2/2/21 thru 
9/8/21. 
 
Contains the sensor SNR/RSSI charts for the TBHH100 sensors in the 
Longview system: TBHH100_7 and TBHH100_8 

7 20210916_TBHV110- Log of data from all the TBHV110 type sensors. Data is from 12/26/20 

https://github.com/mikedsp/helium/tree/master/Browan%20Sensor%20Performance%20Analysis%20on%20the%20Helium%20Network
https://github.com/mikedsp/helium/tree/master/Browan%20Sensor%20Performance%20Analysis%20on%20the%20Helium%20Network
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fromHelium.xlsx thru 9/16/21. 
 
Contains the sensor SNR/RSSI charts for the TBHV110 sensor in the 
Longview system: TBHV110_4 

8 20210912_Log_TBWL100.xlsx Log of data from all the TBWL100 type sensors. Data is from 2/14/21 thru 
9/12/21. 
 
Contains the sensor SNR/RSSI charts for the TBWL100 sensors in the 
Longview system: TBWL100_7,  TBWL100_8,  TBWL100_9,  and 
TBWL100_10   

Table D1 – Log files Used for Charting and Analysis in this Report 
 

 


